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The figures in the margin indicate full marks for the questions.
Answer all the questions:

1. Choose and rewrite the correct answer for each of the
following:

a) The polynomial f(x) = x> — 2 € Z[x] is
1) Primitive as well as reducible

1x3=3

ii) not primitive but reducible
iii) Primitive as well as reducible
Jv) not primitive as well as irreducible.

b) Let R be an integral domain. Let f(x), g(x) € R[x] be
such that deg(f (x)) = m, deg(g(x)) = n. Then

deg (f (x). g(x)) is
i) less than (m + n)
ii) less than min (m + n)
_Mi less than max (m + n)
iv) equal to (m + n).
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c) A linear transformation T:V—W is non-singular if

) Ker T = {0}
ii) Range T = {0}
i) Rank T + Nullity T =dim V
iv) dimV =dimW.

2. Write very short answer for each of the following
questions: 1X6=6

\

a) Let a and b be two non-zero elements in a Euclidean
domain R. Write the condition for which a,b to be
relatively prime.

b) State Eisentein’s Criterion of irreducibility.

c) When is a square matrix of order n Xn said to be
diagonalizable?

d) When is a non-zero polynomial R[x] said to be primitive?
e) Show that ||lav|| = |al||lv|| foralla € F,v EV.

f) Show that the set S = {(0,1,0), (0,0,1), (2,3,4)} is linearly
independent in the vector space R*(R).

3. Answer the following questions: 3x5=135

a) Prove that similar matrices have same characteristic
polynomials.

b) Give an example to show that AB is diagonalizable and_BA
is not diagonalizable, where A and B are n X7 matrices

over F.

¢) Let ¢q,Ca, -.., Cx be distinct eigen values and vy, V2, - Vi
be the corresponding eigen vectors of a linear operator T.
Show that v4, vy, ..., Uy are linearly independent.

d) Let T be the linear operator on R3 defined by
T(xy, X2, %3) = (3%, + x3,—2%1 + X2, =% + 2%, + 4%x3).
Show that T is invertible.
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e) Let R[x] be the ring of polynomials over R. Prove that R is
commutative if and only if R[x] is commutative.

. Answer the following questions: 4x5=20

a) Let T be a lincar operator on a finite dimensional vector
space V(F). Prove that ¢ € F is an eigen value of T if and
only if T — ¢l is singular.

b) If T be a linear operator on an n-dimensional vector space
V and suppose that T has n distinct characteristic values.

Show that T is diagonalizable.

¢) IfV is a finite dimensional inner product space and W is a
subspace of V, prove that V =W @ W+.

d) Let V be a finite dimensional vector space and W, a
subspace of V. Prove that

dimA(W) =dimV —dimW.

e) Let S be an orthogonal set of non zero vectors in an inner
product space V. Show that S is a linearly independent set.

. Answer any two of the following questions: 6x2=12

a) Let R be a commutative ring with unity such that R[x] is a
'PID. Show that R is a {ield.

b) Show that any two non-zero elements a, b in a Euclidean
domain R have a g.c.d and it is possible to write d = Aa +

ub for some A, u € R.

¢) Prove that an element in a UFD is prime if and only if it is
irreducible.

. Answer any two of the following questions: 6x2=12

a) Prove that an element in a PID is prime if and only if it is
irreducible.

' b) Letu and v be eigen vectors of T corresponding to distinct
eigen values of a lincar operator T on V. Show that u + v
cannot be an eigen vector of T'.
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¢) Construct a diagonalizable 3 X 3 matix A whose eigen
valucs are —2,—2,6 and corresponding cigen vectors

T

7. Answer any two of the following questions: 6x2=12
a) Let V(F) be an inner product space. Show that
(@) llx +yll < llxll + lIyll, forall x,y € V(F),

Gi) llx + ylI2 + llx — y1IZ = 2(lIx11% + Iy lI*).

b) If {wy, W, ..., Wy} is an orthonormal set in V, then prove
that
m (w;,v)? < |[v|l?, forallv €V

¢) Let V be the space of all real valued continuous functions.
Define T:V — V by

(THE) = [, fF(B)dt.

Show that T has no eigen values.

EREKk '
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